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Abstract
Background Machine learning (ML) is extensively employed for forecasting the outcome of various illnesses. The 
objective of the study was to develop ML based classifiers using a stacking ensemble strategy to predict the Japanese 
Orthopedic Association (JOA) recovery rate for patients with degenerative cervical myelopathy (DCM).

Methods A total of 672 patients with DCM were included in the study and labeled with JOA recovery rate by 1-year 
follow-up. All data were collected during 2012–2023 and were randomly divided into training and testing (8:2) sub-
datasets. A total of 91 initial ML classifiers were developed, and the top 3 initial classifiers with the best performance 
were further stacked into an ensemble classifier with a supported vector machine (SVM) classifier. The area under 
the curve (AUC) was the main indicator to assess the prediction performance of all classifiers. The primary predicted 
outcome was the JOA recovery rate.

Results By applying an ensemble learning strategy (e.g., stacking), the accuracy of the ML classifier improved 
following combining three widely used ML models (e.g., RFE-SVM, EmbeddingLR-LR, and RFE-AdaBoost). Decision 
curve analysis showed the merits of the ensemble classifiers, as the curves of the top 3 initial classifiers varied a lot in 
predicting JOA recovery rate in DCM patients.

Conclusions The ensemble classifiers successfully predict the JOA recovery rate in DCM patients, which showed a 
high potential for assisting physicians in managing DCM patients and making full use of medical resources.
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Introduction
Degenerative cervical myelopathy (DCM) is frequently 
encountered in clinical settings and is characterized by 
the acquired narrowing of the spinal canal leading to 
non-traumatic injury to the spinal cord [1]. Currently, 
the main treatment for DCM is decompression surgery 
for the spinal canal [2]. Timely and effective decompres-
sion surgery can halt the deterioration of neurological 
function, resulting in an improvement in surgical out-
comes for individuals with DCM [2, 3]. Despite surgery 
to decompress the cervical spinal canal, certain patients 
may still experience neurological deficits following the 
procedure [4, 5]. Prediction of postoperative outcomes 
in DCM patients can aid clinicians in making informed 
decisions and creating customized rehabilitation plans, 
thereby avoiding unnecessary surgeries for individuals 
with a high risk of unfavorable outcomes [4].

With the development of machine learning (ML) algo-
rithms, researchers have been developing ML-based 

predictive models for DCM. While ML has been thor-
oughly explored in the context of medical diagnostics and 
imaging, its application to epidemiological datasets for 
predicting various health outcomes represents a recent 
advancement [6–8]. It has been emphasized that ML has 
various benefits in contrast to statistical models, indicat-
ing its capacity to manage extensive datasets and discern 
nonlinear connections between potential predictors and 
observational outcomes [7].

In the past years, research has developed numerous 
ML-based prognostic prediction models for DCM. How-
ever, previous studies have primarily concentrated on 
comparing prediction accuracy among various models 
and selecting a ML model exhibited the highest predic-
tion performance as the main reported result. Ensemble 
learning is an ML technique that involves combining the 
predictions of multiple models to create a stronger, more 
robust model and offers several advantages over individ-
ual machine learning models, including improved accu-
racy, reduced overfitting, increased robustness, versatility 
across algorithms, and enhanced stability. Therefore, in 
our current study, our primary goal is to develop a pre-
dictive model to predict postoperative outcomes in DCM 
patients via ML-based ensemble learning.

Materials and methods
Study design and patient cohort
The dataset for our current study was retrospectively 
collected from the Orthopedic department at Xiang-
yang Central Hospital between 2012 and 2023. It com-
prised 672 patients who received surgical decompression 
due to symptomatic DCM. The study received approval 
from the ethics board, and the research was carried out 
in accordance with ethical guidelines. Patients were 
deemed eligible for participation upon furnishing written 
informed consent and satisfying the specified criteria: (1) 
symptomatic DCM exhibiting a minimum of one clinical 
sign of myelopathy; (2) imaging that verifies compression 
of the cervical cord; (3) no prior surgery for DCM; and 
(4) 18 years of age or older.

Baseline data and predicted outcomes
Machine learning models were trained using clinical 
measurements, such as age, gender, comorbidities, and 
other relevant factors (Table 1). The Japanese Orthopedic 
Association (JOA) score served as the metric for assess-
ing functional status preoperatively. Two senior spine 
surgeons determined the JOA score to evaluate the sever-
ity of neurological symptoms [9], and the average JOA 
scores were employed for subsequent analyses (Table 2). 
Additionally, patients’ JOA scores were also assessed 
one-year post-surgery. The Hirabayashi method was uti-
lized to calculate the JOA recovery rate (JOARR).

Table 1 Clinical characteristics and outcomes of the 476 DCM 
Patient Cohort
Variable Mean ± standard 

deviation or frequency 
(proportion)

Range(minimum-
maximum)

Age(yr) 61.2 ± 13.17 35–83
Sex (Female) 223(44.8) N/A
Preoperative JOA 9.30 ± 2.03 6–13
Axial pain intensity 4.34 ± 2.45 0–8
ISI (Occurrence) 267(56.1) N/A
MSCC 1.56 ± 0.80 0–3
BMI 10.77 ± 1.85 5.0–15.0
Neutrophil 2.08 ± 1.09 0.77–8.35
Lymphocyte 2.02 ± 0.74(*10^9) 0.89–5.25(*10^9)
NLR 3.74 ± 1.27(*10^9) 1.38–8.6(*10^9)
Surgical Approach:
Anterior discectomy 37(7.7) N/A
Anterior corpectomy 38(7.8) N/A
Anterior fusion 71(15.0) N/A
Anterior fixation 72(15.1) N/A
Laminectomy 146(30.1) N/A
Laminectomy + Fusion 52(10.9) N/A
Laminoplasty 61(12.8) N/A
Level of operation:
Operation at C1 12(1.9) N/A
Operation at C2 13(2) N/A
Operation at C3 32(5) N/A
Operation at C4 203(33.4) N/A
Operation at C5 131(21.6) N/A
Operation at C6 125(20.1) N/A
Operation at C7 91(14.9) N/A
Mean ± Standard Deviation is Used to Represent Continuous Variables While 
Frequency and Proportion (%) Are Used to Represent Categorical Variables. 
DCM: Degenerative cervical myelopathy; NLR: neutrophil-to-lymphocyte ratio; 
ISI: increased signal intensity; MSCC: maximum spinal cord compression; JOA: 
Japanese Orthopedic Association;
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 JOARR =
postoperative JOA score − preoperative JOA score

17 − preoperative JOA score
× 100%

Patients were categorized based on their JOA recov-
ery rate (JOARR) into two groups: individuals scoring 
below 60% on JOARR were assigned a score of 1 (indicat-
ing poor recovery) [10]. In contrast, individuals scoring 
above 60% on JOARR were given a score of 0 (indicating 
good recovery) [11]. We employed this categorical vari-
able as the dependent variable in constructing machine 
learning classifiers. There are three reasons for con-
verting this continuous variable into a binary one: (1) 
Considering our limited sample size, binary variables 
generally exhibit a narrower range of values, which facili-
tates model simplification; (2) Transforming continuous 
variables into binary ones is an effective way to handle 
outliers; (3) Continuous variables may be susceptible to 
the impact of noise or measurement errors. Converting 
continuous variables into binary ones aids in mitigat-
ing the influence of noise present in the data, leading to 
increased robustness and stability of the model.

Model development
We adhered to the Transparent Reporting of Multivari-
able Prediction Models for Individual Prognosis or Diag-
nosis (TRIPOD) checklist [12] and guidelines for the 
analysis of machine learning predictive models [13]. The 
analyses pipeline could be found in Fig. 1. Data prepro-
cessing involved the removal of patients without follow-
up JOA scores, leaving a total of 476 patients. A total of 
seven commonly used feature-selection methods were 
adopted including maximal information coefficient 
(MIC), embedding logistic regressor (embedding LR), 
embedding linear supported vector classifier (embedding 
LSVC), embedding random forest (RF), embedding tree, 
minimal-redundancy-maximal-relevance (mRMR), and 
recursive feature elimination (RFE).

Thirteen ML algorithms were employed including lin-
ear discriminant analysis (LDA), gradient boosting, adap-
tive boosting (AdaBoost), multilayer perceptron (MLP), 
deep neural network (DNN), supported vector machine 
(SVM), Gaussian naïve Bayes (NB), decision tree, logistic 
regression, random forest (RF), bagging, extra tree, and 
K-Nearest Neighbor (KNN). The rationale behind the 
choice of ML algorithms and feature-selection methods 
was based on a previous study [14]. This strategy included 
most used methods for ML analyses for developing the 
prognostic prediction model in clinical practice.

Moreover, probability estimates are not provided by 
many machine learning algorithms in contrast to logistic 
regression models. Platt scaling was utilized to transform 
the less interpretable output scores of the model into 
probabilities to tackle the issue. Consequently, a sum of 
91 initial classifiers was generated from the 7 × 13 com-
binations. The data used for this study were divided into 

Table 2 Comparison of the Japanese Orthopedic Association 
scores (JOA) and JOA recovery rate calculated from two senior 
spine surgeons
Model Surgeon 1 Surgeon 2 Paired T 

values
P 
val-
ues

Preoperative JOA 9.3 ± 1.8 9.3 ± 2.1 0.19 0.84
Postoperative JOA 14.3 ± 2.7 14.2 ± 2.7 0.53 0.59
JOA recovery rate 65.4%±21.3% 66.1%±20.7% -0.16 0.87

Fig. 1 Flowchart of the analyses pipeline for the current study
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three sub-datasets, with a ratio of 8:2 for training, and 
testing respectively. Each initial classifier underwent 
three repetitions of 10-fold cross-validation and indepen-
dent testing using the training and testing dataset. The 
detailed procedures for cross-validation were as follows: 
(1) Data Splitting: The entire training dataset was divided 
into ten subsets of approximately equal size. (2) Training-
Validation Splits: The classifier was trained and validated 
ten times, each time using a different combination of 
nine subsets for training and the remaining one subset 
for validation. This process was repeated until each sub-
set had been used as a validation set exactly once. (3) Per-
formance Calculation: The performance of the classifier 
was then calculated as the average performance across 
the ten folds. This approach helps mitigate the potential 
bias introduced by a single partition of the data. (4) Inde-
pendent Testing: Following the cross-validation, the final 
evaluation involved testing the classifier on the testing 
subset not used during the training or validation phases. 
By employing 10-fold cross-validation and repeating the 
process three times, we aimed to ensure a thorough and 
reliable assessment of the performance of our initial clas-
sifiers. More importantly, the hyperparameters for the 
ML models were tuned using a grid search strategy dur-
ing cross-validation and the detailed information for the 
hyperparameters that were tuned, the range of values 
considered could be found in supplementary materials 
Table 1.

Various discrimination parameters were employed to 
evaluate the model’s performance on the training set. The 
ability of the model to differentiate between patients who 
experienced functional recovery in JOA and those who 
did not was assessed using these metrics. Area under the 
curve (AUC) or area under the receiver operating char-
acteristic curve (ROC), accuracy, sensitivity, and speci-
ficity were encompassed in the metrics. The AUC was 
employed as the metric to evaluate the performance of all 
classifiers. The top performers were identified by select-
ing the three initial classifiers with the highest average 
AUC during cross-validation. These top three classifiers 
were subsequently stacked into an ensemble classifier 
using an SVM classifier. In the stacked ensemble model, 
the performance measurement is assessed through a 
meta-classifier (e.g., ensembled classifier) based on the 
combination of the predictions from the base classifiers 
(e.g., Top 3 classifiers). The process involves the follow-
ing steps: Base Classifiers: The top 3 classifiers (including 
the SVM) generate individual predictions for the valida-
tion and testing dataset. Stacking: The predictions for the 
validation dataset from the base classifiers are combined 
or stacked to form a new dataset to train the meta-clas-
sifier (in this case, the SVM). This meta-classifier learns 
to make predictions based on the outputs of the top 3 
classifiers and was then tested on the testing set using the 

predictions for the testing-set as features. Performance 
Measurement: The performance of the stacked model is 
then assessed using accuracy, and AUC.

Results
Clinical characteristics
In our current study, the average age of the patients 
included was 58.5 years, and 54.3% of them were male. 
The mean pre-JOA score was 9.3 and the average pre-
operative axial pain intensity was 4.3 at baseline. Other 
measures such as neutrophil-to-lymphocyte ratio, occur-
rence of increased signal intensity in the spinal cord and 
maximum spinal cord compression of the spinal cord 
were also calculated and showed in Table 1. Furthermore, 
to ensure that the JOA recovery rate was not influenced 
by measurement errors educed by a single measurer, the 
preoperative and postoperative JOA scores were obtained 
from two spine surgeons and compared. No significant 
differences in terms of preoperative JOA score (P = 0.84), 
postoperative JOA score (P = 0.59) and JOA recovery rate 
(P = 0.87) were observed between two spine surgeons 
(Table 2).

Machine learning prediction model performances
In the process of developing predictive machine learning 
models, a set of 23 potential features was incorporated. 
In our study, RFE-SVM, Embedding LR-logistic, and 
RFE-AdaBoost were identified as the three initial clas-
sifiers with the highest average AUC during cross-val-
idation (Fig.  2.A-B). The AUC for the three models are: 
0.78 for Embedding-LR, 0.79 for RFE-SVM and 0.81 for 
RFE-AdaBoost. Furthermore, in independent testing, the 
ensemble classifier for predicting JOA recovery rate in 
DCM patients exhibited a superior AUC of 0.92 (Fig. 3.A) 
compared to that of the initial classifiers (AUC was 0.796, 
0.799, 0.802 during independent testing, Table  3). Fur-
thermore, the performance metrics for each individual 
classifier in the ensemble model were shown in Table 4. 
The Hosmer-Lemeshow tests were also performed for 
statistical analyses to assess the agreement between the 
predicted and observed probabilities of the outcome and 
the results could be found in supplementary materials 
Table  2. Decision curve analysis highlighted the advan-
tages of the ensemble classifiers, with significant varia-
tions in the curves of the top 3 initial classifiers when 
predicting surgical outcomes in DCM patients (Fig. 3.B).

Feature importances
Permutation importance was utilized to rank the top 10 
features for the ensemble classifier. The top 5 important 
features for the ensemble classifier were “preoperative 
JOA scores,” “Age,” “Smoking status,” “Duration,” and “T2 
ISI” (Fig. 3.C).
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Fig. 3 Decision curve analysis and feature permutation importance. A: Decision Curve Analysis (DCA) for JOA recovery rate in degenerative cervical 
myelopathy patients; B: ROC curve for ensemble classifier; C: Top 10 Features of the ensemble classifiers for JOA recovery rate prediction. JOA: Japanese 
Orthopedic Association; ISI: increased signal intensity, NLR: Neutrophil to lymphocyte ratio

 

Fig. 2 Prediction performance of JOA recovery rate in degenerative cervical myelopathy patients. A: AUC for all initial classifiers during cross-validation; 
B: AUC for all initial classifiers during independent testing; C: ROC curves for the initial classifiers with Top 3 predictive performance
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Discussion
In the current study, three main findings were observed: 
(1) Machine learning classifiers could successfully iden-
tify DCM patients with poor surgical outcomes preop-
eratively; (2) By applying an ensemble learning strategy 
(e.g., stacking), the predictive performance of the ML 
classifier improved following combining three widely 
used ML models (e.g., RFE-SVM, EmbeddingLR-logistic, 
and RFE-AdaBoost); (3) Finally, preoperative JOA scores, 
Age, Smoking status, Myelopathy duration and Increased 
T2 intensity on spinal cord were identified as the most 
important clinical features for poor clinical outcomes fol-
lowing decompression surgery in DCM patients.

Predicting the surgical outcomes, which is frequently 
assessed by JOA recovery rate, has been a longstand-
ing concern in the field of spinal surgery. Early identifi-
cation of patients with poor postoperative recovery has 
significant implications. Firstly, promptly recognizing 
patients struggling to recover provides physicians with 
crucial information to adjust care plans accordingly. 
This includes refining rehabilitation protocols, manag-
ing patient expectations regarding prognosis and fea-
sibility of improvement, and deploying psychological 
resources when necessary. Accurately predicting patient 
trajectories enables the optimization of intervention effi-
cacy and the reduction of unnecessary medical costs and 
emotional distress. Over the past few decades, research-
ers have been dedicated to developing clinical prediction 

models for forecasting the prognosis of DCM. Creating a 
predictive algorithm for DCM that assesses functionality 
has the potential to enhance clinical care efficiency and 
profoundly influence patient management [15]. A precise 
prediction model would enable spine surgeons to identify 
patients with an increased risk of experiencing deterio-
rating functional outcomes after decompression surgery. 
Early identification could support positive interventions, 
including specific preventive interventions, aimed at 
improving functional outcomes in patients. Additionally, 
personalized treatment plans can be created by health-
care providers based on the unique risk profile of each 
patient. A dependable predictive model would enable 
surgeons to have informed conversations with patients 
regarding their prognosis and potential risks. To address 
these issues, several researches have employed machine 
learning methods to develop predictive model. Qmar et 
al. applied a polynomial support vector machine with 
default parameters (utilizing a training sample size of 
561) to predict the poorer postoperative functional con-
dition in patients with degenerative cervical myelopa-
thy, with an accuracy rate of 74.3% and an AUC of 0.78. 
Their findings surpassed those of previous studies (refer 
to [16]) for details), in which Zamir G et al. utilized a 
random forest framework, obtained an average AUC of 
0.70, a classification accuracy of 77%, and a sensitivity of 
78% [17]. Using XGBoost, Satoshi showcased the highest 
AUC (0.72) and a substantial accuracy (67.8%) in predict-
ing surgical outcomes 1-year postoperatively [18]. How-
ever, in their studies, the performance of the widely used 
machine learning models were not compared directly. In 
comparison to these results, our current study systemati-
cally examined and compared commonly used ML algo-
rithms for developing predictive models in DCM patients 
for predicting the JOA recovery rate. More importantly, 
we incorporate several feature-selection approaches to 
improve the predictive power of our ML models.

Moreover, in our present study, the three initial classi-
fiers with the highest average AUC were further stacked 
into an ensemble classifier using an SVM classifier. 
Employing ensemble learning provides critical advan-
tages that enhance predictive performance beyond indi-
vidual models. Combining various algorithms serves 
to alleviate their inherent limitations through comple-
mentarity, leveraging the power of diversity to reduce 
collective blindness. Singular models often succumb 
to overfitting to noise, but ensembles counteract such 
idiosyncrasies by filtering information from spurious 
artifacts. Furthermore, integrating diverse perspectives 
guards against fixating on local optima. Singular models 
easily become trapped at suboptimal solutions; ensem-
ble escape relies on divergence. Fan G et al. constructed 
a predictive model aimed at predicting extended stays 
in the intensive care unit (ICU) and prolonged hospital 

Table 3 Comparison of the AUCs, accuracies, sensitivities, and 
specificities of initial classifiers and ensemble classifier
Model AUC Accuracy 

(%)
Sensitiv-
ity (%)

Spec-
ificity 
(%)

RFE-SVM 0.79 73.2 64.8 87.7
RFE-AdaBoost 0.81 84.8 68.4 93.7
EmbeddingLR- LR 0.78 79.3 65.0 92.8
Ensemble Classifier 0.92 90.2 90.1 89.8
RFE: recursive feature elimination; EmbeddingLR: embedding logistic regressor; 
SVM: supported vector machine; LR: logistic regressor

Table 4 The AUCs, accuracies, sensitivities, and specificities of 
each individual classifier in the ensemble model
Model AUC Accuracy 

(%)
Sensitivity 
(%)

Spec-
ificity 
(%)

Internal validation
RFE-SVM 0.78 71.8 63.2 88.2
RFE-AdaBoost 0.89 83.2 67.4 93.4
EmbeddingLR- LR 0.81 80.1 71.8 94.1
Independent testing
RFE-SVM 0.79 71.2 65.6 88.6
RFE-AdaBoost 0.83 82.6 67.4 90.1
EmbeddingLR- LR 0.77 77.3 67.0 91.8
RFE: recursive feature elimination; EmbeddingLR: embedding logistic regressor; 
SVM: supported vector machine; LR: logistic regressor
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stays among patients with spinal cord injury. By applying 
a resemble learning approach, they enhanced the AUC 
from 0.799 to 0.802 [14]. Likewise, through the stacking 
of the top 3 predictive models, we observed an increase 
in the AUC from 0.81 to 0.92. The final model’s perfor-
mance was enhanced, indicating the capability of ensem-
ble learning to improve classification accuracy. This 
enhancement lays the groundwork for the subsequent 
application and practical use of the model in clinical 
scene. To our knowledge, our study is the first to develop 
the ML-based prediction model using stacking-ensemble 
approach in DCM population.

Additionally, to determine the importance of features 
in the final ensemble model, we calculated the relative 
importance of each feature. The application of machine 
learning in assessing feature importance presents various 
advantages [19–23]. By algorithmically evaluating the sig-
nificance of predictors, it eliminates subjective bias that 
may arise from manual selection. Moreover, this data-
driven prioritization efficiently handles large datasets 
with numerous attributes, effectively identifying the most 
informative features. Furthermore, by identifying the risk 
factors contributing to outcomes, this methodology pro-
vides valuable scientific insights by providing potential 
causal mechanisms and guiding future research direc-
tions through the identification of high-value variables.

Our analysis has identified age, gender, disease dura-
tion, and preoperative neurological status as most predic-
tive features, aligning with reported predictors of DCM 
outcomes. [2, 7, 8, 24]. In a study conducted by Lindsay 
A. Tetreault et al., gender, preoperative function, and dis-
ease duration were also identified as pivotal factors. It is 
noteworthy that this study has unveiled that advanced 
age is linked to poorer outcomes, particularly in elderly 
patients, even though most surgeons do not tailor treat-
ment depending on age. Nevertheless, surgeons should 
be aware that elderly individuals may not attain equiva-
lent functional improvement compared to their younger 
counterparts, even in the presence of neurological recov-
ery, due to factors such as age-related spinal cord changes 
or comorbidities [25–28]. Additionally, our findings 
have highlighted other significant predictors, namely the 
heightened T2-signal intensity and neutrophil-lympho-
cyte ratio (NLR). The NLR serves as an inflammatory 
marker that encompasses ratios of immune cells and has 
been utilized in assessing inflammation and predicting 
outcomes in conditions such as spinal cord injury. The 
increased support garnered by the NLR implies its poten-
tial effectiveness in predicting outcomes for DCM. The 
investigation has explored the correlation between NLR 
and outcomes of spinal injury, wherein injury disrupts the 
blood-spinal cord barrier, allowing infiltration of immune 
cells and initiating inflammation [29–31]. Likewise, indi-
viduals with DCM exhibit disruption of the blood-spinal 

cord barrier at sites of compression, potentially triggering 
similar neuroinflammatory mechanisms [32–34]. Con-
cerning intramedullary signal intensity (ISI), the exis-
tence of heightened T2-weighted magnetic resonance 
imaging signal is commonly identified in DCM cases, 
indicating the occurrence of either reversible or irrevers-
ible spinal cord alterations due to compression. Numer-
ous studies have thoroughly investigated the prognostic 
significance of this phenomenon using various classifica-
tion frameworks [35–37]. Importantly, a recently devel-
oped cervical myelopathy MRI classification system 
(Ax-CCM) was introduced by You et al., relying on axial 
images. This system identifies a specific ISI subtype asso-
ciated with unfavorable clinical outcomes [11]. We uti-
lized Ax-CCM to classify ISI subtypes, thereby offering 
insights into varying recovery capacities and predicting 
DCM outcomes. In summary, our comprehensive analy-
sis not only reaffirmed established predictors but also 
revealed novel prognostic determinants such as NLR and 
ISI subtypes, enhancing the accuracy of DCM prediction. 
As for clinical implications, our current findings.

Limitations
Our study is subject to several limitations that warrant 
discussion. Firstly, the relatively small sample size drawn 
from a single medical center and limited to a specific eth-
nic group may restrict the generalizability of our find-
ings. Future investigations should aim to include larger 
and more diverse cohorts to validate and extend our 
results across different populations. It should be noted 
that in our current study, to minimize the impact of small 
sample sizes as much as possible, we have not included 
a large number of features. We also illustrated the AUC 
of all models during model training to make sure the 
model is not underfitted. Therefore, the models in this 
study possess a certain level of reliability. Secondly, the 
retrospective nature of our research introduces inher-
ent limitations, including the absence of supplemen-
tary clinical evaluations that could impact post-surgery 
outcomes in patients with DCM. This retrospective 
design also raises concerns about selection bias and 
uncontrolled confounding variables. To address these 
limitations, future studies should consider employing 
a prospective study design that incorporates a broader 
range of clinical parameters to provide a more compre-
hensive understanding of DCM outcomes. Additionally, 
our analysis was limited to axial images of cervical mag-
netic resonance imaging (MRI), omitting other valuable 
imaging modalities such as sagittal images and advanced 
techniques like Diffusion Spectrum Imaging (DSI), Diffu-
sion Tensor Imaging (DTI), and functional MRI (fMRI). 
Integrating these additional imaging modalities could 
offer deeper insights into the pathophysiology of DCM 
and should be considered in future research endeavors. 
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Having said this, these features could optimize the pre-
dictive accuracy of the model to a certain extent. How-
ever, current results indicate that using conventional MRI 
indicators can also predict prognosis. Lastly, our study 
primarily focused on the Japanese Orthopaedic Associa-
tion (JOA) score as a measure of neurological function, 
overlooking a comprehensive assessment of frailty. Given 
the importance of frailty in guiding patient management 
and expectations, future research should prioritize its 
inclusion and explore its impact on DCM outcomes in 
greater detail.

Conclusion
Our results indicate that utilizing machine learning clas-
sifiers, like support vector machines (SVM), is proficient 
in foreseeing surgical outcomes in DCM patients. Simul-
taneously, it enables the identification of associated pre-
dictors through a multivariate analysis.
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